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Abstract—Beam-hopping scheduling technology is a crucial
technology for improving the performance of resource-
constrained multibeam satellite (MBS) systems. However, it is
challenging to dynamically match the communication demands
of the terrestrial cells with the beam transmission capacity.
Almost all state-of-art beam-hopping scheduling approaches only
consider a fixed beam coverage radius, which always results
in a waste of transmission resources. In this letter, we pro-
pose a deep reinforcement learning-based algorithm to jointly
optimize the beam-hopping scheduling and coverage control
(called DeepBeam) which flexibly uses three degrees of free-
dom of time, space and beam coverage radius. In addition, to
reduce the computational complexity and accelerate the training
of DeepBeam, we first train a single model for one of the beams
and then use this trained model for each beam in a polling man-
ner to determine the cell to be illuminated and the beam coverage.
Furthermore, the simulation results illustrate that the proposed
DeepBeam can improve not only the throughput of MBS but also
reduce the packet loss probability.

Index Terms—Multibeam satellite, deep reinforcement learn-
ing, beam-hopping scheduling, coverage control.

I. INTRODUCTION

DUE to the scarcity and high cost of satellite communi-
cation resources, improving the resource utilization is

essential to meet the dramatic increase in communication
demands [1]. Beam-hopping (BH) technology is promising
to provide flexibility in resource management for multibeam
satellite systems (MBS) [1]. However, the current BH schemes
only determine which cell needs to be illuminated at each time-
slot without considering the coverage radius of the illuminated
beams [2]. Since the communication demands of each cell are
time-varying, a fixed beam coverage radius may cause a waste
of satellite transmission resources under a low load or cause
congestion under a high load [3]. Therefore, it is critical to
not only regulate beam-hopping but also control its coverage
radius.

In order to effectively match the beam resources with non-
uniform communication demands, researchers have developed
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many beam-hopping scheduling strategies. Some researchers
have adopted offline algorithms [4], [5], [6] to design beam
hopping strategies. Specifically, the beam-hopping strategy
based on genetic algorithm [4], cuckoo algorithm [5], and
greedy algorithm [6] are adopted to improve the performance
of MBS. But as the number of beams increases, the computa-
tional complexity of the above dynamic optimization method
becomes unmanageable [7]. To deal with the above problems,
many researchers utilized deep reinforcement learning (DRL),
an online algorithm, to design beam-hopping scheduling strate-
gies that have been shown to perform well [7], [8], [9].
However, these works mainly focused on finding the best
beam-hopping scheduling strategy without taking full advan-
tage of the flexibility of beam coverage radius. Zhang et al.
in [10] proposed a beam resource management algorithm to
improve system performance by adjusting beam coverage but
does not consider the beam-hopping scheduling in multibeam
satellites, which limits the obtained conclusions.

In this letter, we propose a joint optimization algorithm
of beam-hopping scheduling and coverage control (BHCC)
based on DRL, which makes full use of the flexibility of
beam coverage radius(called DeepBeam). In DeepBeam, we
first formulate an objective optimization problem to maximize
the system throughput. Then, the target problem is modelled as
a Markov decision process (MDP) considering the stochastic
communication demands. In addition, to reduce the compu-
tational complexity and accelerate the training of DeepBeam,
we first train a single model for one of the beams and then
use this trained model for each beam in a polling manner
to determine the cell to be illuminated and the beam cov-
erage radius. Finally, it can be seen from the simulation
results that the DeepBeam algorithm proposed in this letter
has better performance than other algorithms. In particular,
compared with the DRL-based algorithm without consider the
adaptive beam coverage, Deepbeam has a smaller packet loss
probability due to its adaptive beam coverage ability.

II. SYSTEM MODEL AND PROBLEM FORMULATION

This letter considers a GEO satellite working in the Ka-
band. Since the GEO satellite is stationary relative to the
ground, the satellite does not consider its mobility of the
satellite. Assume it carries K beam transmitters. We divide
the entire satellite coverage area into N equal-sized cells and
mark them according to the latitude and longitude coordinates,
assuming that there is a satellite ground station in the center
of each cell to receive and transmit communication demand.
In addition, each satellite has a buffer to record the communi-
cation demands of each cell at different slots. In the MBS, the
number of beams is much smaller than the number of cells
(K � N) and a beam can cover and serve a cell cluster (a
cell cluster can consist of one or more cells). We denote the
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set of beams as κ = {k |k = 1, 2, . . . ,K} and the set of cells
as C = {cn |n = 1, 2, . . . ,N }. The number of data packets
to be served recorded in the satellite buffer of cell cn at t
is Υcn

t
= {φcnt ,l |l = 0, 1, . . . , lth+1}, where l is the queuing

delay of the data packet, and lth is the maximum tolerable
queuing delay of the data packet. The number of data pack-
ets requested by cell cn at t is φcnt ,0, which satisfies Poisson
distribution. The packet will be discarded if the queuing delay
exceeds the maximum tolerable queuing delay, i.e., l = lth+1.

The number of unserved packets λcnt in cn at t is correlated
between adjacent moments as follows

λcnt = λcnt−1 + φcnt ,0 − ℘cn
t − φcnt ,lth+1

, (1)

where λcnt−1 the number of unserved packets in cell cn at

t−1, i.e., λcnt−1 =
∑l=lth

l=0 φcnt−1,l . The ℘cn
t means the number

of data packets transmitted at t.
According to ITU-R S.672-4 [11], the relationship between

angle θ and transmit antenna gain is denoted as

Gtx (θ) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Gm , θ < θb

Gm − 3(θ/θb)
2, θb ≤ θ ≤ aθb

Gm + Ls , aθb ≤ θ ≤ bθb

max
{
Gm + Ls + 20 − 25log10

(
θ
θb

)
, 0

}
, else

(2)

where a = 2.88, b = 6.32, Ls = −25 dB, θ denotes the off-
axis angle in degrees and θb denotes the 3 dB beamwidth. Gm
denotes the maximum gain of satellite transmit antenna [9],
which has a form as

Gm = 10 log10

[

4.93

(
70

θb

)2
]

. (3)

It can be seen from Eq. (3), that increasing the half-lobe gain
angle of the beam will reduce the maximum gain of the trans-
mitting antenna, and the beam half-lobe gain angle determines
the beam coverage, so the beam coverage and beam capacity
are negatively correlated.

We approximate the beam capacity from beam k to the cell
cluster Ck it covers as the beam capacity from beam k to
the center cell cn of the cell cluster. The channel gain from
beam k to cell cn can be expressed as hk ,n = GtxGrLf ,
where Gr is the receive antenna gain and Lf is the free space
loss. Furthermore, When a beam serves a cell on the ground,
the beam adopts a full-frequency multiplexing scheme, namely
reuse factor = 1. So, the channel capacity from beam k to cell
cn can be expressed as

F cn
k

= εcnk Wk log2

(

1 +
hk ,n · Pk

WkN0 +
∑

i∈κ,i �=k h
i ,n · Pi

)

, (4)

where Pk and Pi is the transmit power of the beam k and
beam i, N0 represents white Gaussian noise, Wk represents
the bandwidth of the beam k, εcnk is used to judge whether
the cell cn is the center of the cell cluster Ck covered by the
beam k, if so, εcnk = 1, otherwise, εcnk = 0.℘k

t is the number
of data packets transmitted by the beam k for the cell cluster
Ck whose center cell is cn at t, which can be expressed as

℘k
t = min{F cn

k
, λkt }, λkt =

N∑

n=1

λcnt , if εcnk = 1, (5)

where λkt is the sum of packets to be transmitted in all cells
in the cell cluster Ck covered by the beam k.

Fig. 1. The framework of DeepBeam for multi-beam satellite system.

The ℘cn
t can be expressed as

℘cn
t = ℘k

t

/

Z, ∀cn ∈ Ck (6)

where Z is the number of cells contained in the cell cluster Ck .
The purpose of BHCC is to dynamically select beam cov-

erage strategies so that more communication demands are
transmitted rather than cleared by satellite buffers to maximize
system throughput. Therefore, the optimization problem is
mathematically formulated as

max P1 =
N∑

n=1

℘cn
t ,

s .t . C1 :

K∑

k=1

Pk ≤ Ptot ,

C2 : Pk ≤ Pmax,

C3 : χk
t ≤ Rmax, ∀k , t , (7)

where P1 is to maximize system throughput. The constraint
C1 indicates that the sum of the power allocated to all beams
should not exceed the total system power. Constraint C2 means
that the transmit power of a single beam must not exceed the
maximum power that a single beam can carry. C3 requires
each beam size to be less than a threshold and χk

t denotes the
coverage radius of the beam k at t.

III. JOINT OPTIMIZATION ALGORITHM OF
BEAM-HOPPING SCHEDULING AND COVERAGE CONTROL

In this section, the joint optimization algorithm of beam-
hopping scheduling and coverage control based on deep
reinforcement learning is introduced in detail. Firstly, we
describe the objective optimization problem as an MDP and
build a Markov model. Then, we introduce the architecture of
DeepBeam algorithm.

A. MDP Model

According to Eq. (1), the communication demands of each
cell are related at adjacent moments, and the state of the next
moment is only related to the state and decision-making of the
previous moment. Therefore, the target optimization problem
can be expressed as a discrete-time MDP. As shown in Fig. 2,
the MDP can be described by(St−1,At−1, rt−1,St ), where
St−1 represents the state matrix of the environment at t − 1,
At−1 represents the action vector at t − 1, and rt represents
the reward value at t. The agent maximizes the reward for the
action by learning how to map the environmental state to the
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Fig. 2. MDP model.

optimal action through trial and error experience. The specific
definitions as follows

State space: The state information describes the environ-
ment in which the agent is located, and the agent performs
corresponding actions according to the state information. The
state information of the multi-beam satellite system is deter-
mined by the information recorded in the satellite buffer, and
update the information after execution. To this end, we define
the state as

St = {Υc1
t , . . . ,Υcn

t
}� =

⎛

⎜
⎜
⎝

φc1t ,lth+1
· · · φc1t ,0

φc2t ,lth+1
· · · φc2t ,0

· · · · · · · · · · · ·
φcnt ,lth+1

· · · φcnt ,0

⎞

⎟
⎟
⎠ . (8)

Action space: Since our goal is to jointly optimize beam-
hopping scheduling and coverage control strategies, our action
space needs to include the above two parameters. Therefore,
we map the one-dimensional actions output by the DeepBeam
resource management module to actual two-dimensional
parameters and it’s described as

ak =
(
nt , χ

k
t

)
,At = (a1, a2, . . . , aK ), (9)

where nt represents the central cell ID of beam selection k,
and χk

t represents the coverage radius of beam k. If the satel-
lite ground station of a cell is located in the beam k that is
centered on nt and the radius is χk

t , we consider the cell to
be included in the Ck cell cluster. For simplicity, we assume
that the coverage radius of the beam is a discrete variable.

Reward function: In DeepBeam, the goal is to maximize
the throughput of the system. Therefore, we define the reward
function as follows

r =

N∑

n=1

℘cn
t . (10)

B. The Architecture of DeepBeam Algorithm

This section details that the working principle of the
DeepBeam algorithm.

For the centralized DRL method with satellite as agent
proposed in [8], it becomes difficult to implement as the num-
ber of beams and cells increases. On the one hand, the action
space of beam-hopping scheduling will grow exponentially as
the beam increases, then there are CK

N = N !
K !(N−K )!

kinds
of options [9]. Other hands, assuming that the satellite has K
beams, each beam with D optional size, there are KD avail-
able schemes. Therefore, the size of the entire action space is
CK
N ×KD , which is curse for the DRL algorithm.
To avoid the above problems, the DeepBeam algorithm uses

beams as agents. During training, a beam is used as an inde-
pendent agent. After training, the model is applied to the MBS
scenario. For a single beam, there are only N × D kinds of
service schemes to choose from, which effectively avoids the
Curse of Dimensionality brought by satellites as agents, and
greatly reduces the training difficulty of the algorithm.

Fig. 1 shows three modules, namely the MBS environment,
the DeepBeam execution and update process, and the state

Algorithm 1 The DeepBeam Algorithm
Input: Initialize Q-network and target network of each agent with random
parameter θ.
Initialize target network Q− with weights θ− ← θ.
Initialize replay buffer �, exploration parameter ε, minibatch size B.

1: Receive initial observation state st
2: for step t = 1 to stepmax do
3: Agent observe the environment state st,1 = st .
4: for beam k = 1 to K do
5: Agent input st,k into the Q-network and get the action at,k .
6: Execute action at,k and state Pseudo-updates and get Pseudo-state

st,k+1.
7: Agent receive the reward rt,k .
8: Agent stores the tuple (st,k , at,k , rt,k , st,k+1) into �.
9: Agent samples a mini-batch of (si,j , ai,j , ri,j , si,j+1) from �

and calculates the loss L(θ).
10: Train the Q-network.
11: end for
12: Execute action At and get next real state st+1.
13: Update the target network parameter θ− of agent every G steps.
14: end for

reconstruction process. First, the state information is recon-
structed, and the communication demands of each cell to
be served within the maximum tolerable delay in the multi-
beam satellite buffer are mapped into a multi-dimensional
state matrix. Second, input the state matrix St into DeepBeam
to get the action vector At = (a1, a2, . . . , aK ), and the
neural network parameters are updated. Finally, the action
vector At is returned to the MBS environment for execu-
tion, the state matrix St+1 of the next moment is obtained.
The decision-making process of DeepBeam algorithm and the
updating process of neural network parameters are shown
in Algorithm 1. In DeepBeam, although only one agent is
trained, multiple beams on the satellite share the algorithm
model of one agent in a polling manner to achieve the purpose
of simultaneously controlling multiple beams on the satellite.
In the decision-making process, because DeepBeam needs to
provide coverage strategies for multiple beams in a round-
robin manner, which requires a pseudo-update of the status
of each beam after the decision is made (assuming that the
satellite has executed ak , and updated the state matrix St ,k
to St ,k+1, get reward rt ,k ), if the state pseudo-update is not
performed, multiple agents will output the same policy. The
trained DeepBeam algorithm model can be deployed on a
ground satellite operations control center (GSCC).

C. The Structure and Training of the Q-Network

Since the action space defined in Eq. (9) is discrete, we use
the deep Q-network learning method to let the agent learn the
policy. The Q-network is an action-value network that eval-
uates the expected cumulative reward of certain behavior in
a certain state [12]. Unlike traditional reinforcement learning
(e.g., Q-learning), our action-value function is implemented
through a neural network rather than a Q-table. Here, Since
the state information is the communication demand distribu-
tion of each cell, and CNN is usually used for signals with a
certain spatial structure, so, we adopt CNN as the basic neu-
ral network architecture. We train a deep convolutional neural
network (CNN) to obtain the optimal action-value function
and then obtain the optimal policy accordingly [9].

Q∗(s , a) = max
π

E[rt + γrt+1 + · · · | st = s , at = a], (11)

where γ is the discount factor.
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It is well known that the training results of deep rein-
forcement learning algorithms are overestimated or unstable or
even divergent when CNN is used to approximate the Q-value
function without resorting to other tricks. To avoid the over-
estimation problem, a dual network technique (policy network
and target network) is adopted in our DeepBeam algorithm [7].
In order to stabilize the training results, we add memory replay
technology to the DeepBeam algorithm to improve the stability
of the Q-network. Record the training experience in the replay
buffer and update the buffer. During the training process, the
minibatch is randomly selected from the replay buffer to cal-
culate the target value based on the Bellman equation [13].
The detail is as follows

yt = rt + γ ·maxQ−
(
st+1, a; θ

−), (12)

where θ− is the parameter of the target network and updated
every G steps using the parameter θ of the policy network Q,
and remains fixed between individual updates. The loss value
L(θ) of the current Q-network at t can be obtained by the
target value in Q∗ as follows [14]

Lt (θt ) = E(st ,at ,rt ,st+1)∼U (�)(yt −Q(s , a; θt ))
2, (13)

where θt is the policy network parameter at t. We train the
Q-network by minimizing the loss value L(θ).

IV. EVALUATION

A. Simulation Parameters

In this section, we present simulation experiments to evalu-
ate our proposed algorithm and analyze the simulation results.
Simulations are performed on a Python 3.6 platform. All sim-
ulations are performed on an Intel(R) Core(TM) i5-1135G7,
8G of RAM, and Intel(R) UHD Graphics630 (used in the rein-
forcement learning training phase). The simulation scenario is
a GEO multi-beam satellite operating in the Ka frequency band
and running in the geosynchronous orbit. The main parame-
ters are given according to the GEO mobile wireless interface
specification. Table I summarizes the simulation parameters,
some of these are based on [8]. The communication demands
of each cell follow a Poisson distribution. Due to the uneven
geographical distribution of users, the service demands arrival
rate of each cell is different. In order to reflect the time-varying
characteristics of communication demands, the service arrival
rate of each cell changes once in each time slot.

B. Performance Comparison

To verify the impact of the proposed DeepBeam algo-
rithm on the performance of MBS systems, we compare the
proposed method with different schemes as follows
• The Random Beam Hopping and Coverage (Random):

Randomly determine the center cell and beam size cov-
ered by the beam.

• The Greedy-Based Beam Hopping and Coverage
(Greedy): According to [6], select the 7 cells with the
largest communication demands as the central cells, and
randomly determine the beam size.

• The Genetic Algorithm Beam Hopping and Coverage
(Genetic): According to [4], the satellite makes the beam
plan and coverage plan with the genetic algorithm. The
population is set as G = 60 and the number of generation
is set as P = 600.

• The DRL Algorithm Beam Hopping Without Coverage
(DRL-BH-X): According to [8], the satellite determines

TABLE I
SIMULATION PARAMETERS

Fig. 3. The MBS system with variable beam coverage radius.

Fig. 4. The normalized reward value.

the beam hopping strategy based on DRL, but does not
include coverage control. The optimization goal is to
maximize throughput.

• The MADDPG Algorithm Beam Hopping and Coverage
(MADDPG): According to [2], the satellite determines
beam hopping strategy and coverage control strategy
based on MADDPG algorithm. The optimization goal is
to maximize throughput.

The beam coverage effects of different radii are shown in
Fig. 3, where the cell cluster covered by beam 1 includes
five cells with the smallest beam capacity, the cell clus-
ter covered by beam 2 includes one cell with the largest
beam capacity, and beam three covers cell cluster consists of
3 cells.

Fig. 4 shows the evolution of rewards during training for
the proposed DeepBeam algorithm and four other DRL-based
methods. During the training process, the total communica-
tion demand of each cell at each moment is 2400 Mbps.
We note that the reward values after convergence between
DeepBeam and DRL-BH-χ = 2 are similar because when the
total communication demand is 2400 Mbps, the beam radius
χ = 2 is the optimal beam coverage scheme.
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Fig. 5. The system throughput.

Fig. 6. The packet loss probability.

Fig. 7. The Beam radius distribution.

Fig. 5 and Fig. 6 show the relationship between through-
put and packet loss probability and communication demands
for different methods. Since the communication demand of
each cell is generated randomly according to Poisson distri-
bution, the test result is not a fixed value. In order to make
the experimental result more referrable, we conduct 500 tests
on each algorithm and take the statistical average of the test
result as the final result. It can be observed that DeepBeam
has a significant performance improvement compared to the
three DRL-based algorithms without considering beam cover-
age. Specifically, the DeepBeam algorithm is more obvious in
reducing the packet loss probility. This is because of the unique
ability of the DeepBeam algorithm to adapt the beam cover-
age radius. In addition, our proposed DeepBeam has 20%-34%
higher throughput and 10%-30% lower packet loss probability
compared to Random, Greedy, and Genetic. We note that the
proposed DeepBeam algorithm significantly outperforms the
MADDPG algorithm when the high demands scenario.

Fig. 7 shows the radius distribution of three algorithms
considering the beam coverage radius under four different
communication demands. We notice that all three algorithms
tend to cover more cells when the total communication
demands is relatively small (i.e., χ = 3). However, when
the total communication demands is large, the strategy based
on DeepBeam is more inclined to cover fewer cells (i.e.,
χ = 1), which makes the transmission capacity of a sin-
gle beam larger. Its performance is shown in Fig. 5 and
Fig. 6. The DeepBeam algorithm has better performance in the
communication scenario where the communication demand is
3000Mbps.

V. CONCLUSION

This letter proposes a joint optimization algorithm of
beam hopping and beam coverage for MBS. The novelty
lies in optimizing the performance of multi-beam satellites
from the perspective of beam coverage. The Deepbeam algo-
rithm to consider long-term benefits, and adopts single-model
multiplexing technology and state pseudo-update techniques
reduce the dimensionality of the search space. The simulation
results show that compared with other reinforcement learning
algorithms that do not consider beam coverage, this method
can always maintain the optimal performance in various sce-
narios. In addition, compared with other heuristic methods,
the policy based on DeepBeam improves the throughput by
20%-34% and reduces the packet loss probability by 10%-
30%. When compared with the MADDPG algorithm for
multi-agent reinforcement learning, we find that DeepBeam is
relatively better suited to scenarios with high communication
demands.
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