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Abstract—The variation of wireless signal in dynamic indoor parking environments may seriously compromise the performance of
fingerprint-based localization methods. In this regard, this paper investigates the problem of robust WiFi fingerprint-based vehicle
tracking in dynamic indoor parking environments, aiming at designing an online learning framework to continuously train the
localization model and counteract the effect of signal variation. Specifically, a Hidden Markov Model (HMM) based Online Evaluation
(HOE) method is firstly proposed to assess the accuracy of localization results by measuring the inconsistency of locations inferred by
WiFi fingerprinting and Dead Reckoning (DR). Further, an Online Transfer Learning (OTL) algorithm is designed to improve the
robustness of the fingerprinting localization, which consists of a weight allocation scheme to combine two classification models (i.e.,
the batch model and the online model) and an instance-based transferring scheme to resample the offline fingerprints and retrain the
batch model. Finally, we implement the system prototype and give comprehensive performance evaluation, which demonstrates that
the proposed solutions can outperform the state-of-the-art localization algorithms around 28% ∼ 58% on vehicle tracking accuracy in
dynamic indoor parking environments.

Index Terms—Vehicle Tracking, Indoor Localization, WiFi Fingerprint, Hidden Markov Model, Online Learning
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1 INTRODUCTION

E FFICIENT indoor vehicle tracking is a key enabler of
emerging applications such as indoor parking navi-

gation and real-time parking coordination [1]. In general,
current indoor localization technologies can be classified
into three categorizes, i.e., Dead Reckoning (DR)-based,
ranging-based and fingerprinting-based schemes. Neverthe-
less, existing solutions cannot well support vehicle tracking
in dynamic indoor parking environments due to either
high hardware/computation cost or low system scalabil-
ity/robustness [2] [3]. In view of this, this work aims at
designing an online learning framework to enhance the
robustness of WiFi fingerprinting localization and enable
efficient vehicle tracking in dynamic indoor parking envi-
ronments.

WiFi fingerprinting is one of the promising solutions to
indoor localization due to the prevalence and low cost of
WiFi device [4] [5]. Specifically, during the offline training
phase, a site-survey is conducted to build the fingerprint
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database by collecting the Received Strength Signal Indi-
cator (RSSI) features (i.e., WiFi Fingerprints) from ambient
Access Points (APs) at Reference Points (RPs) with known
coordinates. During the online localization phase, real-time
measured RSSIs are categorized into different RPs based on
the fingerprint database and certain classification algorithm,
such as K-Nearest-Neighbor (KNN). Apparently, such a
technique has the advantage of wide availability and easy
implementation [6].

However, WiFi RSSI features may change over time
due to the multipath effect and dynamic environments,
which undermines the robustness of the localization system
[7]. Some studies designed sophisticated representation of
RSSI features based on machine learning technologies such
as feature scaling [8] and stacked denoising autoencoder
[9]. However, the RSSI features may still deviate from the
training set due to the change of physical layout or the
long-term environmental factors such as temperature and
humidity [10]. Some other solutions utilized WiFi sniffers
[11] or crowdsourcing [12], aiming at compensating for the
impact of dynamic environments by periodically updating
the fingerprint database. Nevertheless, it is still challeng-
ing to enable robust vehicle tracking in dynamic indoor
parking environments. First, the different layout of parked
vehicles as well as the mobility of tracking vehicles lead
to highly dynamic changing of RSSI features. Therefore, it
would cause exhaustive updating overheads for conven-
tional fingerprint-updating based methods, resulting in low
system scalability. Moreover, current crowdsourcing-based
methods are not practical in indoor parking environments,
because different participants may sample quite inconsistent
RSSI features across different timescales, which may cause
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serious deterioration of the localization performance.
With above motivations, this work makes the first effort

on proposing an online learning framework as well as
tailored solutions to enable robust WiFi fingerprint-based
vehicle tracking in dynamic indoor parking environments.
The main contributions of this work are summarized as
follows:

• We design an online learning framework, which
contains a Hidden Markov Model (HMM) based
Online Evaluation (HOE) method and an Online
Transfer Learning (OTL) algorithm. First, the WiFi
fingerprinting localization scheme in OTL predicts
the localization result based on online RSSI sam-
ples. Then, the HOE assesses the accuracy of WiFi
fingerprinting localization results and calibrates the
vehicle’s location. In turn, the OTL will construct
candidate label sets for online RSSI samples and up-
date the corresponding parameters of the localization
model based on the evaluation results, which can
further improve the robustness for vehicle tracking
in dynamic indoor parking environments.

• For HOE, first, an HMM is derived to measure the
consistency of locations estimated by WiFi finger-
printing and DR as the evaluation results. In HMM,
the emission probability is modelled based on WiFi
fingerprinting localization results with the Gaussian
distribution and the transition probability is mod-
elled based on the displacement estimated by DR
via Monte Carlo Simulation (MCS). Then, a medium
probability is derived to represent vehicles’ position
distribution after transition, and a forward probabil-
ity is derived to estimate the final distribution of
vehicle’s locations. Finally, the Wasserstein distance
is adopted to measure the similarity between the
medium probability and the emission probability,
which indicates the accuracy of the WiFi fingerprint-
ing localization results.

• For OTL, first, a weight allocation scheme is designed
to combine two classification models, including the
batch model and the online model, which are trained
by the offline fingerprints and the online signal fea-
tures, respectively. It is proved that with N rounds
of weight allocation, the loss of the WiFi fingerprint
localization after the combination is bounded by√

2N ln 2 + ln 2 of the best base model. Then, an
instance-based transferring scheme is proposed to
continuously update the fingerprint database by re-
sampling offline fingerprints based on their similari-
ties to the current RSSI features. It is proved that that
through M rounds of instance-based transferring the
loss of offline fingerprint database with total Nf
fingerprints is bounded by

√
2M lnNf + lnNf of

the minimum loss of an individual fingerprint.
• We build the system prototype and give an extensive

performance evaluation in real-world indoor parking
environments. Specifically, an android-based APP
is implemented and placed in vehicles to collect
the WiFi RSSI samples along with inertial sensors’
readings. We have driven over 20 kilometers in an
indoor parking area to collect the data, which are

used to train the algorithm parameters and testing
the algorithm performance. Existing competitive al-
gorithms have been implemented for performance
comparison and the results conclusively demonstrate
the superiority of the proposed solution on enhanc-
ing vehicle tracking performance in dynamic indoor
parking environments.

The rest of this paper is organized as follows. Section II
designs the online learning framework. Section III proposes
the HOE, and Section IV proposes the OTL. In Section V,
we build the system prototype and carry out experiments.
Section VI reviews the related work. Finally, we conclude
this paper and discuss future directions in Section VII.

2 THE ONLINE LEARNING FRAMEWORK

This section presents an online learning framework to ad-
dress the following two challenges. First, it is nontrivial to
label the online RSSI samples with their corresponding truth
labels, which is critical to make the framework be adapted
to the dynamic environment. Second, it is important yet
challenging to incorporate the offline fingerprint database
in an efficient way since a) it may contain outdated finger-
prints due to the changing of RSSI patterns; b) parts of the
offline fingerprints might still help if they could be properly
combined with the online model, especially when the online
training has not yet converged.

The primary components as well as the workflow of the
online learning framework are shown in Fig.1. There are
two major components, namely, the OTL algorithm and the
HOE method. First, the mobile device on the driving vehicle
collects the online RSSI samples and the inertial sensors’
data. Then, the online RSSI samples are utilized to predict
vehicle’s locations based on the batch and online classi-
fication models. On the other hand, the inertial sensors’
data are utilized to estimate the displacement of vehicle
based on DR. On this basis, the fingerprinting localization
results and the displacement are input into HOE, where the
fingerprinting localization results are further calibrated and
evaluated. In turn, the evaluation outcomes are sent to OTL
for updating the online model and the corresponding pa-
rameters. Primary functions of HOE and OTL are outlined
as follows.
(1) The HOE method: It is designed to evaluate the WiFi

fingerprinting localization results. In particular, if two
consecutive WiFi fingerprinting localization results are
aligned with the displacement estimated by DR, then
they are considered as accurate. Then, the labels pre-
dicted by fingerprinting localization model are consid-
ered as valid labels for online training. To realize such
evaluation, an HMM is established based on the WiFi
fingerprinting localization results and the displacement
estimated by DR, which measures the alignment of these
two methods and further enhances the estimation of
vehicle’s locations.

(2) The OTL algorithm: It is designed to make the vehicle
tracking be adapted to the dynamic environment by ex-
ploring the synergistic effect of offline fingerprints and
online RSSI samples. Specifically, if the fingerprinting
localization results were accurate, the label conversion
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Fig. 1. The proposed online learning framework

scheme would construct a candidate label set for on-
line RSSI samples to train the online model, making it
more suitable for the current wireless environment. In
addition, although parts of the offline data may have
outdated due to the changing of RSSI features, some of
the fingerprints may be affected less than others, which
can be transferred to train the batch model. Therefore,
for those offline fingerprints which can still reflect cur-
rent signal features, an instance-based transferring is
conducted to form a new offline fingerprint database
to further retrain the batch classification model. On
this basis, the two classification models are collaborated
to estimate the vehicle’s locations by assigning proper
weights during online trials.

In the following, we design the HOE and the OTL in details.
The primary notations are summarized in Table 1.

3 HMM BASED ONLINE EVALUATION METHOD

In this section, we first derive an HMM to model the WiFi
fingerprinting localization results and the displacement es-
timated by DR. Then, an online calibration and evaluation
method is proposed to calibrate the fingerprinting localiza-
tion results and examine the inconsistency of the locations
inferred by WiFi fingerprinting and DR.

3.1 A Hidden Markov Model
The localization area is divided into small square grids
and each grid is considered as a hidden state in HMM.
The set of hidden states is represented by

(
g1, g2 . . . , gNg

)
,

where Ng is the number of grids. The coordinate of the
centroid of gi is denoted by p

(g)
i =

(
x

(g)
i , y

(g)
i

)
. The

WiFi fingerprinting localization result zt at round t is
considered as the state measurement and it is used to

model the emission probability, which is represented by
B (zt) = {bi (zt) | 1 < i < Ng}, where bi (zt) = P (zt | gi).
The emission probability gives the likelihood that the lo-
calization result zt would be observed if the vehicle was
actually on grid gi. The displacement of the vehicle inferred
by DR between two consecutive fingerprinting localization
rounds is used to model the transition probability, which is
denoted by At =

{
Aijt | 1 < i < Ng, 1 < j < Ng

}
, where

Aijt = P (gi | gj). The transition probability gives the likeli-
hood of a vehicle moving from grid gj to gi during two con-
secutive fingerprinting localization rounds. The initial state
probability is denoted by π =

{
π1, π2, . . . , πNg

}
, where

πi = P (gi), which indicates the probability of vehicle’s
initial grid. The parameters of HMM are derived as follows.

For initial state probability, it is initialized by the Uni-
form distribution, since we assume that is no prior knowl-
edge on vehicles’ initial positions. Therefore, the πi of each
grid is 1/Ng .

The emission probability of each grid bi (zt) is deter-
mined by its distance to the WiFi fingerprinting localization
results zt. Given a grid gi and a localization result zt, the
distance between them is

∥∥∥zt − p
(g)
i

∥∥∥
2
, where ‖ · ‖2 repre-

sents the l2 norm. The error of fingerprinting localization
is modelled as a zero-mean Gaussian distribution with the
standard deviation δ [13]. Then, the emission probability for
a grid gi is computed by:

bi (zt) = P (zt | gi) =
1√
2πδ

e
−0.5

‖zt−p
(g)
i ‖2
δ

2

(1)

The transition probability At is determined by the DR
estimated displacement and map constraints. Specifically,
the velocity and heading direction of vehicles are extracted
from the inertial sensors, which can be used to estimate the
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TABLE 1
Summary of Primary Notations

Notations Description Notes

p
(v)
t calibrated localization result of the vehicle at round t p

(v)
t =

(
x
(v)
t , y

(v)
t

)
p
(g)
i centroid of grid i p

(g)
i =

(
x
(g)
i , y

(g)
i

)
p
(rp)
li

location of RP li p
(rp)
li

=
(
x
(rp)
li

, y
(rp)
li

)
B(zt) emission probability of HMM at round t B (zt) = {bi (zt) | 1 < i < Ng}
χi sample set of grid i in Monte Carlo Simulation χi = {pi1,pi2, . . . ,piNs}
At transition probability of HMM at round t At =

{
Aij

t | 1 < i < Ng , 1 < j < Ng

}
π initial state probability of HMM π =

{
π1, π2, . . . , πNg

}
αt forward probability at round t αt =

{
αi
t | 0 < i < Ng

}
Ot medium probability at round t Ot =

{
Oi

t | 0 < i < Ng
}

Rs offline fingerprint database Rs =
{

(ri, li) | i ∈ [1,Nf ]
}

h(r̄t) classification model h (r̄t) = {P (lj | r̄t) | 1 < j < Nr}
θon weight of classification model o for n-th weight allocation θon ∈ [0, 1] where o = 1, 2 and 1 ≤ n ≤ N
Lon loss of classification model o for n-th weight allocation Lon = Jarg maxlj ho (r̄t) 6= lci K
wm weights of offline fingerprints for m-th instance-based transferring wm =

{
wi

m | 1 < i < Nf

}
, where 1 ≤ m ≤M

`im loss of i-th offline fingerprint in m-th instance-based transferring `im =
[∥∥∥p(rp)

la
− p

(rp)
li

∥∥∥
2
> TS

]
Ng number of grids
Nr number of RPs
Nf number of offline fingerprints

approximate displacement between two consecutive WiFi
fingerprinting localization rounds. Then, a Monte Carlo
Simulation (MCS) is designed to determine the transition
probability by simulating the vehicle movement between
the two WiFi fingerprinting localization rounds. The details
of the MCS are described as follows.

First, we initialize a 2-dimensional uniform distribu-
tion over grid gi and randomly get a set of samples
χi = {pi1,pi2, . . . ,piNs}, where Ns is number of samples,
and the q-th sample is a two-tuple piq = (xiq, yiq). Then,
we update samples’ position based on the vehicles’ veloc-
ity vt−1:t =

{
v

[1]
t−1:t, v

[2]
t−1:t, . . . , v

[s]
t−1:t

}
and the heading

direction dt−1:t =
{
d

[1]
t−1:t, d

[2]
t−1:t, . . . , d

[s]
t−1:t

}
, where s is

the number of sensor readings during the two consecutive
fingerprinting localization rounds. Hence, the position of q-
th sample after k-th update is computed by: xkiq = xk−1

iq + cos
(
d

[k]
t−1:t + nd

)(
v

[k]
t−1:t + nv

)
∆t

ykiq = yk−1
iq + sin

(
d

[k]
t−1:t + nd

)(
v

[k]
t−1:t + nv

)
∆t

(2)

where nv and nd follow the zero-mean Gaussian distribu-
tion, which represent the measurement noises of velocity
and heading direction, respectively. ∆t is the time interval
between two consecutive sensor readings. After each up-
dating, the map constraints are utilized to eliminate outlier
samples (e.g., positions violate the map constraints). The
details of map constraint generation and samples’ elim-
ination can be referred to [14]. In this way, the vehicle
movement between two fingerprinting localization rounds
can be simulated and the grids with fewer samples will
have lower probability that the vehicle would transit to
the corresponding state. When all the samples originated
from gi have been updated with the sequential velocity and
direction readings, the transition probability is the number

of samples at each grid over the total number of samples,
which is computed by:

P (gj | gi) =

∑Ns
q=1 I(x(gb)

j <xiq<x
(gu)
j

)
∪
(
y
(gb)
j <yiq<y

(gu)
j

)
Ns

(3)

where (x
(gb)
j , y

(gb)
j ) and (x

(gu)
j , y

(gu)
j ) are the coordinates of

the j-th grid’s left bottom corner and right upper corner,
respectively.

3.2 Online Calibration and Evaluation

3.2.1 Calibration

With above formulated HMM, HOE further calibrates the
WiFi fingerprinting localization based on the DR estimated
displacement. Specifically, a forward probability is mod-
elled to represent the probability of the vehicle on grid gi
when the current measurement sequence is {z1, z2, . . . , zt},
which is denoted as αt =

{
αit | 0 < i < Ng

}
, where αit =

P (z1, z2, . . . , zt, it = gi | λ). As shown in Fig.2(a), the for-
ward probability represents a discrete probability distribu-
tion of vehicles’ location at round t. The forward probability
can be transformed based on the transition probability,
which is called the medium probability in our setting , and
it is denoted by Ot =

{
Oit | 1 < i < Ng

}
.

At the beginning, when there is no WiFi fingerprinting
localization results, the forward probability αt is initialized
by the initial state probability (i.e., αt=0 = π). When HOE
receives a new WiFi fingerprinting localization result zt and
the corresponding displacement, the following three steps
are conducted for online calibration.

Step 1: Calculate the transition probability At (at round
t) for each grid based on Eq.(3) and update the medium
probability Ot (at round t) based on the forward probability
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(a) (b) (c) (d)

True position at round Vehicle’s trajectory WiFi fingerprint localization resultsTrue position at round 1 

Fig. 2. The discrete probability distribution of the vehicle’s position at different HOE steps. (a) The forward probability αt−1 at round t − 1; (b) the
medium probability Ot at round t; (c) The emission probability B(zt) at round t; (d) The forward probability αt at round t.

αt−1 (at round t− 1) and the transition probability At. The
medium probability on i-th grid is computed by:

Oit =

Ng∑
j=1

αjt−1A
ij
t (4)

With the medium probability of each grid, the Ot at round
t can be derived. As shown in Fig.2(b), it forms a new
distribution of vehicle’s positions.

Step 2: Model the WiFi fingerprinting localization result
zt as the emission probability B (zt) according to Eq.(1).
As shown in Fig.2(c), B (zt) is also a discrete probability
distribution of vehicle’s positions.

Step 3: Combine the two probability distributions Ot

and B (zt) to form the forward probability at round t, which
is computed by:

αit = Oitbi (zt) (5)

As shown in Fig.2(d), the forward probability at round
t can better represent the vehicle’s true location compared
with the emission probability B (zt). Therefore, given the
forward probability, the vehicle’s position p(v) is predicted
by:

p(v) =
(
x

(v)
t , y

(v)
t

)
=

Ng∑
i=1

αitx
(g)
i∑Ng

j=1 α
i
t

,

Ng∑
i=1

αity
(g)
i∑Ng

j=1 α
i
t

 (6)

where αit is the forward probability of the i-th grid. In this
way, the forward probability is normalized as the weight
for each grid and the weighted average of all the grids is the
final calibrated vehicle’s location.

3.2.2 Evaluation
The design rationale of online evaluation is that the dis-
placement inferred by DR should approximately connect the
two fingerprinting localization results if the fingerprinting
localization results were accurate. Recall that in Step 1 of
online calibration, the medium probability Ot represents
the probability distribution of vehicle’s positions after being
updated by the DR estimated displacement (as shown in
Fig.2(b)). Then, the WiFi fingerprinting localization zt is

modelled as the emission probability B (zt) (i.e., a discrete
form of Gaussian distribution, as shown in Fig.2(c)). There-
fore, we measure the inconsistency between these two dis-
tributions, which is used as the metric of WiFi fingerprinting
localization accuracy. Specifically, the evaluation procedures
are presented as follow.

First, we define a convergence criterion for forward
probability At as follows:

C =

√(
x

(v)
t − x

(g)
M

)2
+
(
y

(v)
t − y

(g)
M

)2
(7)

where M is the sequence number of grid that has the
highest forward probability, which is computed by M =
argmaxi α

i
t. Recall that the forward probability is initialized

by a uniform distribution during online calibration, the
medium probability can not well represent the vehicle’s
location distribution when transformed from the initial for-
ward probability. Therefore, when C is lower than a pre-
defined threshold, HOE starts the online evaluation. When
HOE receives the t-th fingerprinting localization result, we
measure the inconsistency between the emission probability
B (zt) and the medium probability Ot based on the Wasser-
stein distance, which can be seen as the ”minimum amount
of work” required to transform the probability distribution
P1 into P2, where the “work” is measured as the amount of
distribution weight that must be moved, multiplied by the
distance it has to be moved [15]. The Wasserstein distance is
calculated as:

Wd (P1,P2) =

(
inf

J∈J (P1,P2)

∫
‖x− y‖pdJ (x,y)

)1/p

(8)

where J (P1,P2) denotes the all the joint distributions of
J (x, y) that have margins P1 and P2.

A lower value of Waseerstein distance between Ot and
B(zt) (i.e., Wd (Ot,B(zt))) means that the two proba-
bility distributions are closer to each other, indicating a
higher accuracy of the WiFi fingerprinting localization re-
sult. To make the evaluation more sensitive to the Wasser-
stein distance, a logarithm function is utilized to map the
Wd (Ot,B (zt)) ⊂ [0, 1] to [0,+∞]. Finally, a threshold T
is set to identify whether the current WiFi fingerprinting
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localization result zt is accurate or not, which is computed
by:

e (zt) =

{
1, logWd (Ot,b (zt)) ≥ T
0, logWd (Ot,b (zt)) < T

(9)

In our setting, the distance between WiFi fingerprinting
localization results and the ground truth is less than the
average WiFi fingerprint localization error, they are consid-
ered as the accurate ones. Then, the OTL is able to select the
appropriate labels for current online RSSI samples, which
forms the basis of online training for the WiFi fingerprinting
localization model.

3.2.3 Computation Overhead
First, the time complexity of the forward algorithm for
HMM is O(TN2), where N is the number of hidden states
and T is the length of the sequence. As a variant of forward
algorithm, HOE computes the vehicle location sequentially
at each localization round. Therefore, the complexity for a
single localization round is O(N 2

g ), whereNg is the number
of grids. In addition, note that the number of hidden states
is relatively small in practice (i.e., in the order of hundred
grids), and hence such a computation overhead is reason-
able.

Second, the MCS procedure initializes a number of sam-
ples to simulate the displacement of the vehicle based on
kinematic model, and repeats the procedures for each grid to
determine the transition probability, which may cause extra
overhead. In practice, this procedure only requires a small
amount of samples (i.e., 30 samples) for each grid to realize
the desired evaluation and localization performance, so the
computation overhead is tolerable.

Finally, in Section V, we have conducted experiments to
compare the running time of different algorithms for local-
ization, and the results further verify that the computation
overhead of the proposed algorithm would not undermine
system scalability.

4 ONLINE TRANSFER LEARNING ALGORITHM

In this section, we first propose an online transfer learning
(OTL) algorithm, which incorporates the offline fingerprints
and the online RSSI samples to enhance the adaptiveness of
vehicle tracking in dynamic environments. Then, we derive
the loss bounds of OTL with respect to offline fingerprints
database and WiFi fingerprinting localization.

4.1 OTL Design

The OTL contains four schemes, including a WiFi finger-
printing localization scheme, a label conversion scheme, a
weight allocation scheme, and an instance-based transfer-
ring scheme. Their primary functions are summarized as
follows. The WiFi fingerprinting localization scheme con-
sists of two classification models, namely, an batch model
trained by the offline fingerprint database, and an online
model trained by online RSSI samples. The label conversion
scheme is adopted to construct a candidate label set for the
current online RSSI sample to train the online classification
model. Then, the weight allocation scheme is designed to
calculate the loss for each classification model based on the

candidate label set and adjust the model weights accord-
ingly. Finally, the instance-based transferring scheme is de-
signed to transfer offline fingerprints that are more suitable
for current signal features to retrain the batch model. Details
are elaborated below.

WiFi fingerprinting localization scheme: it adopts the
support vector machine (SVM) [16] as the batch classifi-
cation model h1 and adopts the Logistic Regression [17]
with Stochastic Gradient Descent (SGD) [18] as the online
classification model h2. The batch model is trained based
on the offline fingerprint database and the online model is
trained using a few randomly selected offline fingerprints
as a warm start. The offline fingerprint database is denoted
by Rs = {(ri, li) | i ∈ [1,Nf ]}, where ri is a d-dimensional
RSSI sample (d is APs’ number), Nf is the number of total
fingerprints and li is the ID of the corresponding RP (i.e., the
label). Given Nr RPs, the coordinate of the RP li is denoted
by p

(rp)
li

=
(
x

(rp)
li

, y
(rp)
li

)
, and hence the classification model

has Nr classes.
When receiving an online RSSI sample r̄t at round t,

the classification models predicted the confidence for each
RP, which is denoted by h (r̄t) = {P (lj | r̄t) | 1 < j < Nr}.
K RPs with the largest confidence are considered as the pre-
dicted RPs of the classification model o, which is denoted by
Ľot . The localization results of the classification model are the
weighted average of the predicted RPs’ coordinates based
on their confidence. Finally, two weights are introduced in
the proposed fingerprinting localization scheme to integrate
the localization results of two classification models, which
is denoted by θ1

n and θ2
n, respectively, where θo=1,2

n ∈ [0, 1].
Label conversion scheme: If the t-th fingerprinting lo-

calization results is evaluated as accurate, the predicted RPs
of the two models (i.e., Ľ1

t , Ľ
2
t ) are selected to construct the

candidate label set for online RSSI samples. Since the two
classification models are combined to estimated the WiFi
fingerprinting localization results, the predicted RPs of the
two models may be closer to the vehicle’s true location
when the fingerprinting localization results are evaluated as
accurate. In order to select the effective labels from the pre-
dicted RPs, a distance threshold TD is introduced to identify
whether the predicted RPs are close to the fingerprinting
localization results. For those RPs whose distance to the
fingerprint localization result is lower than TD are selected
as the candidate labels. In addition, if the fingerprinting
localization results are evaluated as inaccurate, the RPs with
the closest distance to the calibrated vehicle’s position p(v)

can be also considered as the labels when the amount of
accurate fingerprinting localization results are insufficient.

Weight allocation scheme: the losses of the two models
are calculated based on the candidate label set, which are
further utilized to adjust the weights of the two models. At
the beginning, the two weights are assigned with the same
value (i.e., θ1

n=1 = θ2
n=1 = 0.5). Then, the Hedge algorithm

proposed in [19] is adopted to adjust the weight of the two
models based on their losses, so that the model with less
loss will be assigned with a higher weight. In this way, the
weight allocation scheme realizes cooperation of the two
classification models.

Instance-based transferring scheme: we assign a set
of weights for the offline fingerprints to realize the trans-
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ferring and resampling, which is denoted by wm ={
wim | 1 < i < Nf

}
in the m-th instance-based transferring,

where wim ∈ [0, 1]. All the weights are equal at the begin-
ning (i.e., wim=1 = 1/Nf ). Then, each offline fingerprint is
tested using the online model. If the fingerprints’ location
are close to the predicted results of the online model, these
fingerprints can better capture the signal features of current
wireless environment. Accordingly, the Hedge algorithm
[19] is adopted to reduce the weights for offline finger-
prints that are distant to the predicted results. Based on the
updated weight of each fingerprint, we can resample the
offline fingerprint database to further train the batch model.
In addition, two discounting parameters for penalizing the
classification models and fingerprints are introduced, de-
noted by B and β, respectively.

The detailed procedures of OTL are presented as follows,
which are shown in the pseudo-code in Algorithm 1.

(1) Initialization (line 1): The two weights θ1
n=1 and

θ2
n=1 for the classification models are initialized as 1/2,

and the weight wim=1 (i ∈ [1,Nf ]) for each fingerprint is
initialized as 1/Nf . Furthermore, the initial training for the
two classification models h1 and h2 are conducted based on
the offline fingerprint database Rs.

(2) WiFi fingerprinting localization (lines 3-6): When
receiving an online RSSI sample r̄t at round t, the two
classification models h1 and h2 predict the probabilistic
results based on the online RSSI sample. For the results of
model ho, where o ∈ {1, 2}, we select k RPs with the largest
probabilities as the predicted RP Ľot = {lo1, lo2, . . . , lok} and
normalize their probabilities as weights, and the weighted
average of these RPs’ positions is considered as the final
localization result of ho, which is computed by:

z̃ot =

|Ľ
o
t |∑

i=1

P (loi | r̄t)x
(rp)
loi∑|Ľot |

j=1 P
(
loj | r̄t

) , |Ľ
o
t |∑

i=1

P (loi | r̄t) y
(rp)
loi∑|Ľot |

j=1 P
(
loj | r̄t

)
 (10)

Next, we combine the localization results of the two models
based on their corresponding weights. Suppose the weight
allocation scheme has been conducted n times, the com-
bined localization result is computed by

zt =
(
x

(f)
t , y

(f)
t

)
= ε1nz̃1

t + ε2nz̃2
t (11)

where εon = θon/
(∑2

o=1 θ
o
n

)
is the normalized weight of two

models.
(3) Label conversion (lines 7-9): If zt was evaluated as

accurate (i.e., e (zt) = 1 ), then, get the union set of RPs
predicted by the two classification models, which is denoted
by Ľt = Ľ1

t ∪ Ľ2
t . Further, the candidate labels are selected

from RPs in the union set based on their distances to the
localization result zt, and the candidate label set is obtained
by Lct =

{
li ∈ Ľt |

∥∥∥zt − p
(rp)
li

∥∥∥
2
< TD

}
, where TD is a pre-

determined distance threshold. Finally, the online model can
be trained with the candidate label set Lct with correspond-
ing online RSSI sample r̄t. In practice, a batch of online RSSI
samples and their candidate label sets are cached, and then
the online model is trained in a mini-batch manner. On this
basis, the weight allocation scheme is conducted for each
pair of the online sample and the corresponding candidate
label set (r̄t,L

c
t) in the batch.

(4) Weight allocation (lines 16-18): For each label lci ∈ Lct ,
compute the loss for the two classification models by Lon =[
argmaxlj ho (r̄t) 6= lci

]
, where [x] = 1 if x was true and

[x] = 0 otherwise. The weight parameter for the n-th weight
allocation of each model is updated by:

θon+1 = θonB
Lon (12)

where o = 1, 2.
(5) Instance-based transferring (lines 21-25): First, input

the offline fingerprints into the online model for predic-
tion. Then, calculate the loss for each offline fingerprint
based on its distance to the label predicted by the on-
line model. The label predicted by online model is la =
argmaxlj h2 (ri), the loss of i-th offline fingerprints is `im =[∥∥∥p(rp)

la
− p

(rp)
li

∥∥∥
2
> TS

]
, where TS is a predefined distance

threshold. On this basis, the weight of i-th fingerprint after
m-th instance-based transferring is computed as follows:

wim+1 = wimβ
`im (13)

Finally, the offline fingerprints are resampled based on their
weights and the batch classification model is retrained with
the resampled offline fingerprints. Note that the instance-
based transferring scheme is conducted periodically during
the online phase.

Algorithm 1 Online Transfer Learning Algorithm
Input: The initial labelled WiFi fingerprint database Rs

A batch model h1 and an online model h2

1: Initialize n = 1, m = 1, θ1
n = 1/2, θ2

n=1 = 1/2, wim =
1/Nf where i ∈ [1,Nf ], a cache set S = {}

2: for t = 1, 2, .., T do
3: receive an online RSSI measurement r̄t
4: Ľot = ho(r̄t), where o = 1, 2
5: compute z̃ot based on Eq.(10), where o = 1, 2
6: compute zt based on Eq.(11)
7: if e(zt) == 1 then
8: Ľt = Ľ1

t ∪ Ľ2
t

9: Lct =
{
li ∈ Ľt |

∥∥∥zt − p
(rp)
li

∥∥∥
2
< TD

}
10: S = S ∪ {(r̄t,Lct)}
11: end if
12: if t % interval==0 then
13: train h2 with online sample cached in S
14: for (r̄t,L

c
t) ∈ S do

15: for lci ∈ Lct do
16: Lon =

[
arg maxlj ho (r̄t) 6= lci

]
, where o = 1, 2

17: θon+1 = θonB
Lon

18: n = n+ 1
19: end for
20: end for
21: compute the loss vector `m = (`1m, `

2
m, ...`

Nf
m )

22: update weights for each offline fingerprints
wim+1 = wimβ

`im

23: set ρm = wm/
(∑Nf

i=1 w
i
m

)
24: Retrain h1 based on the new distribution ρm over

fingerprints
25: m = m+ 1, S = {}
26: end if
27: end for
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4.2 Loss Bound Analysis

This part derives the loss bound of the offline fingerprint
database constructed via the instance-based transferring
scheme, as well as the loss bound of the WiFi fingerprint
localization when combing the two classification models via
the weight allocation scheme.

First, we define the loss of the offline fingerprint
database through M rounds of instance-based transferring
as follows.

L(Rs) =
M∑
m=1

ρm`m =
M∑
m=1

Nf∑
i=1

ρim`
i
m (14)

where ρim = wim/
(∑Nf

j=1 w
j
m

)
, (i = 1, 2, ...Nf ) is the

normalized weights of each fingerprints at m-th instance-
based transferring and ρm =

{
ρ1
m, ρ

2
m, ..., ρ

Nf
m

}
. On the

other hand, the loss suffers from the i-th offline finger-
print through M rounds of transferring is denoted by
L(ri) =

∑M
m=1 `

i
m. Then, we have following theorem.

Theorem 1. With M rounds of instance-based trans-
ferring, the total loss of the entire offline fingerprints is
bounded by:

L(Rs) ≤ min
i
L(ri) +

√
2M lnNf + lnNf (15)

Theorem 1 indicates that the total loss of the entire
offline fingerprint database through M rounds of transfer-
ring suffered from the online model L(Rs) is bounded by√

2M lnNf + lnNf compared with the minimum loss of
a single offline fingerprint (i.e., mini L(ri)), which demon-
strates the effectiveness of the instance-based transferring
scheme on selecting more suitable fingerprints for current
signal features.

The proof of Theorem 1 follows the idea presented in
[19]. First, we prove two lemmas as below.

Lemma 1. After conducting M rounds of instance-
based transferring, the loss of offline fingerprint database
is bounded by

L(Rs) =
M∑
m=1

Nf∑
i=1

ρim`
i
m ≤

ln
(∑Nf

i=1 w
i
M+1

)
−(1− β)

(16)

Proof By a convexity argument, for α ≥ 0 and r ∈ [0, 1], we
have

αr ≤ 1− (1− α)r

Therefore:
Nf∑
i=1

wim+1 =

Nf∑
i=1

wimβ
`im

≤
Nf∑
i=1

wim(1− (1− β)`im

= (

Nf∑
i=1

wim)(1− (1− β)ρm`m)

(17)

Since ln (1− x) ≤ −x for x ∈ [0, 1], we have

ln

Nf∑
i=1

wim+1

 ≤ ln

Nf∑
i=1

wim

− (1− β)ρm`m (18)

Recursively applying for m = 1, 2, ...M yields

ln

Nf∑
i=1

wiM+1

 ≤ ln

Nf∑
i=1

wi1

− (1− β)
M∑
m=1

ρm`m

≤ −(1− β)
M∑
m=1

ρm`m

= −(1− β)L(Rs)

(19)

Lemma 1 is proved.
Lemma 1 gives an upper bound of the loss of the offline

fingerprint database based on the weights assigned for each
fingerprints.

Lemma 2. Suppose 0 ≤ L ≤ L̃ and 0 ≤ R ≤ R̃. Let

β = 1/(1 +
√

2R̃/L̃), Then

−Lln(β) +R

1− β
≤ L+

√
2L̃R̃+R (20)

Proof since − lnβ ≤ (1 − β2)/(2β) when β ∈ (0, 1], we
have

−L lnβ +R

1− β
≤
L 1−β2

2β +R

1− β

= L+R+

√
R̃L2

2L̃
+

√
L̃R2

2R̃

≤ L+
√

2L̃R̃+R

(21)

Lemma 2 reveals how to choose the discounting factor.
By setting β = 1/

(
1 +

√
2 lnNf/M

)
, Theorem 1 is

proved as follows.
Proof for any nonempty set C ⊆ {1, ...,Nf}, we have

Nf∑
i=1

wiM+1 ≥
∑
i∈C

wiM+1

=
∑
i∈C

wi1β
L(ri)

≥ βmaxi∈C L(ri)

∑
i∈C

w1
i

(22)

Then With Lemma 1, we have

L(Rs) ≤
− ln(

∑
i∈C w

i
1)−maxi∈C L(ri) lnβ

1− β
(23)

When setting a special case C = {i}, and since w1 is
initialized as a uniform distribution (i.e., wi1 = 1

Nf ), the
bound becomes

L(Rs) ≤
−min1≤i≤Nf L(ri)ln(β) + lnNf

1− β
(24)

An upper bound on cumulative loss of the best of-
fline fingerprint is L(ri) = M and there are total Nf
offline fingerprints. Therefore, we can set L̃ = M and
R̃ = lnNf . Based on Lemma 2 and the chosen β =
1/
(
1 +

√
2 lnNf/M

)
, we can convert the Eq.(24) into

L(Rs) ≤ min
i
L(ri) +

√
2M lnNf + lnNf (25)

Theorem 1 is proved.
Next, we analyze the loss bound of WiFi fingerprinting

localization, and we have the following theorem.
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Fig. 3. Experiment deployment

Theorem 2. With N rounds of weight allocation, the loss
of the WiFi fingerprinting localization Φ is bounded by:

Φ ≤ min
i∈{1,2}

Φi +
√

2N ln 2 + ln 2 (26)

where Φ =
∑N
n=1

∑2
o=1 ε

o
nLon and εon = θon/

∑2
j=1 θ

j
n is the

normalized weight for the classification model o. Note that
Φi =

∑N
n=1 Lin, which is the total loss suffered from the

classification model hi.
Theorem 2 indicates that the localization performance

of the WiFi fingerprinting localization scheme is close to
the best classification model during the whole online trials,
which verifies that weight allocation scheme is able to assign
probable weights to the classification models. The proof is
given below.

Proof Recall that Lemma 1 gives an upper bound for
the loss of Nf fingerprints. For the loss of two models, by
setting Nf = 2, we have

Φ =
N∑
n=1

2∑
o=1

εonLon ≤
− ln

(∑2
o=1 ε

o
N+1

)
1−B

(27)

Since
∑2
o=1 ε

o
N+1 ≥ εiN+1 = εi1B

∑N
n=1 L

i
n = εi1B

Φi , where
i ∈ {1, 2}, we have

Φ ≤
−ln(B) mini∈{1,2}Φi + ln 2

1−B
(28)

Then, based on Lemma 2, by setting the weight discounting
parameter B used in the weight allocation scheme as 1/(1+√

2 ln 2/N), we have

Φ ≤ min
i∈{1,2}

Φi +
√

2N ln 2 + ln 2 (29)

Theorem 2 is proved.

5 PERFORMANCE EVALUATION

5.1 Experimental Environments and Settings
The experiments were conducted in a typical underground
parking area. The layout of the experiment area and the
corresponding AP deployment are shown in Fig.3. Specif-
ically, the area covers around 3500 m2 and contains 63

TABLE 2
Confusion Matrix

Ground

Truth

Evaluation

Accurate Inaccurate

Recall:

37/(37+3)=0.925Accurate 37 3

Inaccurate 8 16

Precision: 37/(37+8)=0.82

parking slots. We deployed 5 APs and 40 RPs in the area
and the corresponding positions are shown in Fig.3. During
the offline training, 40 fingerprints were collected at each
RP and the sample interval between two fingerprints is 5
seconds. An Android-based APP is developed and installed
on the mobile device, which is placed in the vehicle to collect
the inertial sensors’ readings at the frequency of 25Hz, and
to collect WiFi RSSIs at the frequency of 0.5Hz.

We have driven more than 200 rounds in the experiment
area and the total driving distance is over 20 km. 90% of the
data are used to analyze the RSSI changing characteristics
and train the parameters for HOE and OTL, and 10% of data
are used for testing. To obtain the ground truth, we took
the video during the testing, and the landmarks including
the parking slots, pillars, gutterway, were adopted to infer
vehicle’s true positions.

To quantitatively evaluate the algorithm performance,
the following metrics are adopted.

• Recall (a.k.a. True positive rate): denote the number
of accurate fingerprinting localization results that are
correctly and incorrectly evaluated by HOE as Ntp
and Nfn, respectively, then the Recall is computed
by:

Recall = Ntp/(Ntp +Nfn)

• Precision: denote the number of inaccurate finger-
printing localization results that are incorrectly eval-
uated by HOE asNfp, then the Precision is computed
by:

Precision = Ntp/(Ntp +Nfp)

• False positive rate (FPR): denote the number of in-
accurate fingerprinting localization results that are
correctly evaluated by HOE as Ntn, then the FPR is
computed by:

FPR = Nfp/(Ntn +Nfp)

• Average localization error: it is defined as the average
Euclidean distance between each estimated vehicle
coordinate and its true coordinate.

• Cumulative Distribution Function (CDF) of localiza-
tion error: it is the function that y = P (X <= x),
where X is the localization error.

5.2 Experimental Results
5.2.1 The effectiveness of HOE
Recall that HOE is designed to evaluate the WiFi fingerprint-
ing localization results and identify whether they are accu-
rate. In order to validate the effectiveness of HOE, we first
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Fig. 5. The effectiveness of label conversion in OTL

conduct an experiment as follows. The online RSSI samples
are utilized to predict the localization results based on the
batch classification model. Then, the distance between the
localization result and the vehicle’s true location is adopted
for deriving the ground truth. Specifically, 64 online RSSI
samples were evaluated in the experiment, and 40 of the
localization results were accurate. On this basis, the same set
of WiFi fingerprinting localization results were evaluated by
HOE, and the output was compared with the ground truth.

The confusion matrix is adopted to exhibit the perfor-
mance of HOE. As shown in Table 2, there are in total 40 ac-
curate WiFi fingerprinting localization results, and the HOE
identified 37 of them. So, the recall is 0.925. On the other
hand, 8 inaccurate fingerprinting localization results were
identified as accurate, which gives the precision of 0.82. In
addition, Fig.4 exhibits the Receiver Operating Character-
istic (ROC) curve of HOE. The corresponding Area Under
Cure (AUC) provides aggregated measure of performance
across all possible decision thresholds. A higher value of
AUC indicates better performance of HOE on identifying
the accuracy of the WiFi fingerprinting localization results.
As shown in Fig.4, the HOE achieves 0.84 of AUC, which
demonstrates its effectiveness on evaluating WiFi finger-
printing localization results.

5.2.2 The effectiveness of OTL
Recall that according to OTL, the online RSSI samples which
are evaluated as accurate will be assigned with candidate

labels. Then, the online RSSI samples and their candidate
labels are ensembled to construct the online training set.
So, we first evaluate the effectiveness of OTL in terms
of labeling online RSSI samples. To do so, we compare
the localization accuracy by using online training set and
the offline fingerprint database. The K-Nearest-Neighbors
(KNN) localization algorithm is adopted for both datasets.
Fig.5 shows the CDF of the localization error. As shown,
the online training set achieves higher localization accuracy
than the offline fingerprint database, which clearly demon-
strates the effectiveness of label conversion in OTL. More
importantly, it verifies that the online RSSI samples can
better reflect the current signal characteristics, and hence can
be utilized to continuously update the classification model
in dynamic wireless environments.

Next, we validate the effectiveness of the weight allo-
cation and the instance-based transferring schemes under
different environments. Specifically, three online training
datasets were collected in the driving vehicle on different
dates (i.e., Jan. 8th, 10th and 11th of 2021) for training OTL.
In contrast, the testing dataset was collected on Jan. 11th.
To reveal dynamic RSSI features over time, we calculate the
average RSSI value of each AP at 5 RPs. Fig. 6(a) shows
the absolute values of RSSI distribution on Jan. 11th, 2021,
which reflects the signal features of the testing dataset. On
this basis, Figs.6(b), (c) and (d) show the differences of RSSI
distribution compared with the training datasets collected
on Jan. 8th, 10th and 11th, 2021, respectively. As observed,
the RSSI distribution difference is relatively smaller for the
training dataset which was collected on the same date with
the testing dataset, while the difference is getting larger
when the collection date of training dataset was farther
apart from the date of collecting testing dataset.

The convergence of average localization error of OTL
under different environments are shown in Fig.7. As noted,
the OTL can achieve similar performance under different
environment dynamics. The average localization error of the
online model decreases rapidly by training with the batch
of online RSSI samples at each round. Also, the average
localization error of the batch model decreases with peri-
odical retraining, which demonstrates the effectiveness of
the instance-based transferring scheme. On the other hand,
with several rounds of training, the localization error of WiFi
fingerprinting localization scheme is very close to the clas-
sification model that performs better, which demonstrates
that the weight allocation scheme can assign proper weights
to the two models.

In addition, we compare OTL with representative online
learning methods including Online SVM with SGD solver,
Perceptron algorithm [20], Passive Aggressive Algorithm
[21], and with two state-of-the-art online transfer learning
algorithms, including HomOTL [22] and HomOTLMS [23].
These methods are trained with the same online training set
as OTL, and their predicted labels for RSSI samples in the
testing set are considered as the localization results.

The performance of different algorithms are shown in
Fig.8 and the average localization errors are summarized in
Table 3. As shown, compared with existing online learning
methods, OTL achieves the best performance on minimizing
the localization error, which further validates its advantage
on incorporating offline fingerprints and online RSSI sam-
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Fig. 6. Variation of RSSI on different dates. (a) RSSI distribution of testing dataset collected on Jan. 11th, 2021. (b), (c) and (d) Difference of RSSI
distribution between the testing dataset and the training dataset, which are collected on Jan. 8th, Jan. 10th, Jan. 11th of 2021, respectively.
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Fig. 7. OTL performance evaluation with variation of RSSI feature distributions. (a), (b) and (c) OTL performance with the online training dataset
collected on Jan. 8th, 10th and 11th of 2021, respectively.

TABLE 3
Fingerprinting localization performance of different online learning methods

OTL Online SVM PA-1 Perceptron HomOTL HomOTLMS

Average localization error (m) 5.93 8.34 11.31 12.88 6.70 6.85

TABLE 4
Overall localization performance of different algorithms

ParkLoc VeTrack VeTorch AcMu HOE+OTL

Average localization error (m) 7.08 6.39 10.84 8.16 4.54

Standard deviation of localization error (m) 5.28 5.86 8.87 5.06 2.80

Performance improvement 35.8% 28.9% 58.1% 44.3% −

ples. Meanwhile, OTL outperforms the two online transfer
learning algorithms. This is mainly because the designed
instance-based transferring scheme can reconstruct the dis-
tribution of fingerprint to better accommodate the changes
of wireless signal features. In contrast, HomOTL and Ho-
mOTLMS simply combine different models trained by the
online samples and the offline fingerprints, without reusing
the offline fingerprints.

5.2.3 Overall tracking evaluation

Finally, we evaluate the overall tracking performance of the
online learning framework (i.e., HOE+OTL). Four compet-
itive algorithms, namely, AcMu [10], VeTorch [24], ParkLoc
[25] and VeTrack [26], are implemented for comparison.
Details of these four algorithms can be referred to Section

VI. For the comparison purpose, the WiFi fingerprinting
localization results are considered as the landmark in Ve-
Track. The CDF of loccalization error of different algo-
rithms is shown in Fig.9 and the corresponding statistics
are summarized in Table 4. As shown, HOE+OTL achieves
the best localization accuracy with mean errors of 4.54m,
which improves the accuracy by 28.9%, 35.8%, 44.3% and
58.1% compared with VeTrack, ParkLoc, AcMu and VeTorch,
respectively. Further, we choose Vetrack, which has the best
tracking performance among comparative algorithms, to
construct the whole vehicle trajectory. The tracking perfor-
mance of the online learning framework and the VeTrack
are shown in Fig.10. As demonstrated, the proposed online
learning framework is closer to the ground truth.

Finally, we compare the running time of different al-
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gorithms. The primary hardware configuration includes 3
GHz CPU and 16G memory, and the running time statistics
of different algorithms are shown in Fig.11. The boxplot
describes the minimum, the maximum (i.e., the top and
bottom lines), the first quartile, the third quartile (i.e., the
top and bottom boundaries of the box), the median and
the mean of the running time. As shown, although the
average running time of HOE+OTL is higher than that of
other algorithms, it remains in the order of 100ms, which
is feasible for vehicle tracking. Moreover, note that with
an increasing of server computation capacities, the running
time overhead of HOE+OTL could be negligible in practice.

6 RELATED WORK

Numerous WiFi fingerprint-based methods have been pro-
posed for indoor localization. As one of the pioneering
schemes, RADAR [27] adopted empirical fingerprints and
KNN to estimate the location. M. Youssef et al. [28] devel-
oped a localization system called Horus, which considers
the probability distribution of RSSI features and leverages
the maximum likelihood to enhance the localization per-
formance. C. OWN et al. [29] designed a fusion learning
method with the dual WiFi bands. It leverages SVM to
distinguish the NLOS and LOS environments and employs

10 20 30 40 50 60 70
Width (m)

−10

0

10

20

30

40

Le
 g

th
 (m

)

HOE+OTL
VeTrack
Grou d truth
Desti atio 
I itial positio 

Fig. 10. Comparison of overall tracking performance

VeTorch HOE+OTL VeTrack

25

50

75

100

125

150

175

Ru
nn
in
g 
tim
e 
(m
s)

AcMu ParkLoc
1

2

3

4

5

6

7

8

9

Median
Mean

Fig. 11. Boxplot of running time of different algorithms

the capsule network to derive users’ positions. H. Zhang et
al. [9] explored the dual-band signal for localization, which
leverages stacked denoising autoencoder to efficiently ex-
tract RSSI features and alleviate the influence of RSSI noisy.
S. Kumar et al. [30] leveraged the compartmental model to
formulate the RSSI of different sensor networks in NLOS
conditions. Then, a low-complexity mini-batch Singular
Value Decomposition (SVD) method was proposed for tar-
get detection and localization. M. Zhou et al. [31] leveraged
the integrated statistical test to examine the normality of
WiFi signal distributions and the contribution of each AP
to overall localization accuracy, which is further adopted
to model the weight of RPs. M. Z. Win et al. [32] explored
various network operation strategies including node prior-
itization, node activation and node deployment to improve
the localization accuracy and prolong the network lifetime.
J. Choi et al. [33] aimed to adaptively adjust the parameters
of wireless ranging models based on unsupervised learn-
ing, which can autonomously learn the characteristics of
surrounding environments.

Considering the localization in dynamic wireless sig-
nal environments, LEASE [11] deployed dense reference
anchors to gather real-time RSSI samples and rebuild the
localization model when the observed RSSI features exhibit
a significant deviation. In order to reduce the number of
reference anchors, Haeberlen et al. [34] adopted the linear
function to learn the relationship of RSSIs in proximity, as
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well as to infer RSSIs for those spots without dedicated ref-
erence anchors. J. Yin et al. [35] proposed a model tree-based
algorithm to reconstruct the radio map, which takes into ac-
count of real-time signal-strength values at each time point
and makes use of the dependency between the estimated
locations and RPs. In order to counteract the effect of en-
vironmental changes and signal noisy, a new feature called
soft information (SI) [36] was proposed, which is extracted
from intra- and inter-node measurements as well as from
contextual data (e.g., digital map, node profile) to realize the
accurate localization. Further, F. Morselli et al. [37] presented
an SI-based method for fusing heterogeneous observations
in 5G ecosystem, in which the DownLink Time-Difference-
Of-Arrival (DL-TDOA) measurements from 5G network and
time-of-flight (TOF) measurements from WiFi are fused to
estimate the location.

Several crowdsourcing based approaches have been de-
signed to update RSSI features in dynamic environments. C.
Wu et al. [10] designed a fingerprint updating scheme called
AcMu, in which a trajectory matching algorithm is proposed
to pinpoint mobile devices’ position. Then, a partial least
square regression (PLSR) is utilized to learn the relation-
ship between the fingerprint database and RSSI features
crowdsourced by mobile devices. S. He et al. [12] proposed a
subset-based detection method to identify APs with altered
signal and filter them out to maintain the localization accu-
racy. Then, a Gaussian Process Regression (GPR) is utilized
to update the fingerprint with crowdsourced RSSI features.
B. Huang et al. [38] established a coarse-grained radio
map based on standard GPR, and a marginalized particle
extended Gaussian process is leveraged to recursively refine
the radio map based on the crowdsourced fingerprints with
noisy location labels.

A number of studies have been focused on vehicle
indoor tracking. A. Ibisch et al. [39] proposed a vehicle
tracking algorithm based on environment-embedded Light
Detecting and Ranging (LiDAR) sensors, which leverages
Extended Kalman Filter (EKF) to incorporate the locations
detected by LiDAR and the vehicle motion model. J. Han
et al. [40] proposed a parameterized mapping method for
LiDAR to build a computational and storage efficient map
that only contains geometric parameters (e.g., diameter and
height of a circular column). An EKF is then adopted to fuse
the vehicles kinematic model and detected column struc-
tures. A. Kumar et al. [41] utilized Convolutional Neural
Networks (CNN) to detect the categories and positions of
objects in surveillance video of the parking lot. Further, the
contour extraction is applied for edge image to enhance the
localization accuracy.

A few studies have exploited the inertial sensors embed-
ded in the smartphones for vehicle tracking. R. Gao et al.
[26] proposed a smartphone-only system to track vehicles’
positions (VeTrack), in which a Sequential Monte Carlo
framework is designed to infer the vehicle location based
on the map constraints and detected landmarks. C. Jim et
al. [25] designed a parking localization system called Park-
loc, where a graph-based match algorithm was proposed
to project the recorded vehicles’ trajectory into the garage
map, and a semi-supervised GraphSLAM algorithm was
designed to learn the map graph from the observed trajec-
tories. R. Gao et al. [24] proposed the VeTorch, which learns

vehicle’s moving dependencies from inertial data based
on a convolution neural network. A federated learning-
based mechanism is further adopted to produce customized
models for individual smartphones.

7 CONCLUSION

This paper proposed an online learning framework for
robust vehicle tracking in dynamic indoor parking environ-
ments, which consists of an HMM based Online Evalua-
tion method (i.e., HOE) and an Online Transfer Learning
algorithm (i.e., OTL). For HOE, the WiFi fingerprinting
localization results and the displacement estimated by DR
were modelled as the emission probability and the transi-
tion probability, respectively. The forward probability was
then derived to combine WiFi fingerprint-based and DR-
based localization results, and the Wasserstein distance was
adopted to measure the discrepancy between the two re-
sults. For OTL, two classification models (i.e., the batch and
the online models) were combined to estimate the vehicle’s
locations. Then, a label conversion scheme was designed to
build the candidate label set for the online RSSI samples
and a weight allocation scheme was proposed to calculate
the loss for each model and adjust their weights accordingly.
In addition, an instance-based transferring scheme was de-
signed to train the batch model by selecting suitable finger-
prints from the offline database. Finally, we implemented
the system prototype and gave comprehensive performance
evaluation in a realistic environments, which conclusively
demonstrated the effectiveness and robustness of the pro-
posed framework.

The current solution relies on the manually obtained
map constraints and an initial fingerprinting model, which
may still hinder system scalability. In the future work,
crowdsourcing-based localization solutions will be further
examined to alleviate the initialization overhead. In addi-
tion, more efficient fingerprint collection method is expected
to be designed for the online learning framework to further
enhance the system practicability.
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